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Note: This presentation covers (and provides additional context/information regarding)
23 Classification Example.ipynb
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CIFAR-100

• Produced by the Canadian Institute For Advanced Research (CIFAR).
• One of the most widely used data sets for testing ML methods for 

computer vision.
• Contains 60,000 images

• Each 32x32 pixels (color!)

• Two variants, CIFAR-10 (10 classes) and CIFAR-100 (100 classes)
• CIFAR-10 has 6,000 images of each class.
• CIFAR-100 has 600 images of each class.

• CIFAR-10 classes: airplanes, cars, birds, cats, deer, dogs, frogs, horses, 
ships, and trucks
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Loading CIFAR-100

• When installing PyTorch we installed torchvision along with 
torch.
• This includes methods for loading common data sets like CIFAR-100

• This downloads the training data to a “data” subdirectory.
• The provided transforms modify the original data slightly.
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Loading CIFAR-100
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Loading CIFAR-100

• Create data loaders (each with 2 threads).

You can experiment with different batch sizes!6



Conv2d represents a convolutional layer for a 
2-dimensional image.

The first argument is the number of channels 
(3 for red, green, blue)

The second argument is the number of filters 
(output channels)

The third argument is the patch size (kernel 
size)

Additional optional arguments include stride.
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Conv2d represents a convolutional layer for a 
2-dimensional image.

The first argument is the number of channels 
(3 for red, green, blue)

The second argument is the number of filters 
(output channels)

The third argument is the patch size (kernel 
size)

Additional optional arguments include stride.

You can experiment with different 
network architectures!

8



Prepare for Training (nothing new!)

You can experiment with different optimizers! Changing this to:
optimizer = optim.Adam(net.parameters(), lr=0.001)
resulted in lower accuracy.
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Train the network (nothing new!)
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This took 23 minutes on my RTX 2070

The code prints the loss every 2000 
mini-batches within each epoch.
With smaller batches this will have 
multiple lines per epoch:
[1, 2000]
[1, 4000]
…
[2, 2000]
[2, 4000]
…

11



Evaluate (nothing new!)
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Is 25% accuracy good?

• Significantly better than random (1% accuracy)
• Far worse than state of the art (~80% in 2010, high-90% today)
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End
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